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nformation on the sizes of repeated structures on the micrometer-
ength scale in heterogeneous samples, including cell suspensions
r tissues. Under some circumstances these plots display coher-
nce peaks, and it has been implied theoretically that the position
f the peaks will vary with the rate of molecular exchange across
he membranes. This has been demonstrated (qualitatively) with
uman erythrocytes in suspension. Thus, in the quest for a quan-
itative approach to the interpretation of such data, we address
ere the “inverse problem,” namely the estimate of the permeabil-

ty coefficient of membranes from q-space experiments. The
resent work describes theoretical predictions of q-space plots
rom molecules diffusing in a simple system of parallel semi-
ermeable membranes arranged with separations that alternate
etween two different values; this was designed to (loosely) mimic
he intra- and extracellular compartments in a suspension of cells
r a tissue. The development of the theory was facilitated by
ymbolic computation, and the analysis of synthetic data was
hown to be achievable by the use of a three-layer back-propaga-
ion artificial neural network. © 1999 Academic Press

Key Words: NMR; q-space; restricted diffusion; parallel planes;
embrane permeability; neural networks.

INTRODUCTION

The graph of NMR signal intensity in a pulsed field grad
pin-echo (PFGSE) experiment versus the scaled intensity
agnetic field gradient pulses constitutes a “q-space plot” [(1–5);
5 (2p)21 gdg (units, m21), whereg is the nuclear magnet

yric ratio, d is the duration of each of the two field gradi
ulses, andg is the magnitude of the field gradient pulses]. T
xperiment has been used to record the translational diff
ehavior of solvents and solutes in heterogeneous system
luding yeast cells, human erythrocytes, and tissues (1, 6, 7). With
ome samples,q-space plots display “coherence” peaks wh
axima and minima occur atq-values that bear a simple math
atical relationship with the separation between the ba

membranes) that restrict the molecular diffusion (5, 8–13). Thus,
oherence effects have been demonstrated for isopentane
ng in 100-mm capillaries that lie across the main field,B0, of the
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13), and the first natural (and cellular) system, suspensio
uman erythrocytes (6).
An analysis of the dependence of the PFGSE signal intensityg

or spins diffusing between evenly spaced parallel planes has
resented by Tanner (14). More recently, the solution for spi
iffusing between impermeable parallel planes has been add

n the context ofq-space plots and diffusion–diffraction (9, 15).
In the present work spatially periodic two- and four-reg

ystems, as depicted in Fig. 1, were considered. We de
xpressions that describe the dependence of the PFGSE
ignal intensity on the spatial separation between the bar
he diffusion coefficients of the molecules that carry the sp
nd the rate constant (permeability) that characterizes th
hange across the barriers between the regions.
The “inverse problem” that is addressed by an experimen

n the present context, is a complicated one. It is the attem
etermine the values of the intrinsic diffusion coefficients of
iffusing species in the various compartments of the sample
hysical dimensions of the spaces that restrict the diffusion

he rate constants or permeabilities that characterize the exc
etween the compartments. Traditionally this problem woul
xpected to be solved by regressing a mathematical function
xplicitly involves the various parameters) onto the experim
ata. As will be seen below, the theory for even the relati
imple system considered here entails a “formula” that desc
he NMR signal intensity as a function ofq, but it is exceptionally
omplicated. However, the function is rapidly evaluated o
odern computer so it is a realistic proposition to simulate
ehavior of the putative diffusion system.
Therefore, the experimental data analysis entails trainin

rtificial neural network (ANN) with “synthetic” data that a
he result of evaluating the analytical expression for a rang
arameter values that are presumed to encompass thos
ccur naturally in the system under study. The “real” exp
ental data are then entered into the trained neural ne

hat then yields as its output the set of parameter estim
his approach to analyzing PFGSE data has been shown
iable for data from molecules diffusing in real homogene
nd simulated heterogeneous, systems (16, 17). Hence, the
ethod was demonstrated in the present work as being

etically viable for the systems under consideration.
m.



GENERAL THEORY
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259PERMEABILITY EFFECTS ON NMRq-SPACE DATA
Master integral. The aim of the analysis is to derive the ma
atical expression that describes the dependence of the P

ignal intensity on the experimental NMR parameters and the
cal parameters that describe the sample. The expression f
pin-echo signal is obtained from the following integral that is e
ated over a “characteristic” spatial dimension of the sample (5, 18):

E @q, D#

5 EE P @ z0#P@ z0uz; D#exp@i2pq~ z 2 z0!#dzdz0, [1]

hereE[q, D] denotes the signal intensity in the PFGSE experim
cquired withD being the time between the magnetic field grad
ulses of durationd, andd ! D. The latter implies the short gradie
ulse approximation that is the basis of the simple form o

ntegral (e.g.,5, 18); this integral contrasts with the more com
ated one used for relatively larged values or even a constant fie
radient (e.g.,19). The exponential term with its imaginary e
onent already implies a solution that is periodic inqz.
P[ z0]dz0 is the probability of a spin being located atz0 at

he start of the diffusion-measurement period, andP[ z0uz; D]
s as the conditional probability density. The normalized in
pin-densityP[ z0] is simply the probability density of an
iven coordinate on the specified interval; if the interval is
a 1 b)/ 2], the probability density is 2/(a 1 b).

Master diffusion equation. The main mathematical task is
etermine the expression forP. In overview, the problem enta
olving the self-diffusion equation, expressed in terms of
onditional probability density (e.g.,14, 15, 19–21). In the presen
ontextP is a function of only time,t, and one spatial Cartesi
oordinate,z, that is in the direction of the magnetic field gradi
ulses used in the PFGSE experiment. Thus,

D
 2P

 z2 5
P

t
. [2]

is a Green’s function and its use in solving the present
f problem is described more fully elsewhere (e.g.,19, 22).
In more detail, Eq. [1] can be solved by using “separatio

ariables,” which entails assuming thatP can be separated in
he product of two functions that depend exclusively on
patial coordinate (in this casez andz0), andt (e.g.,19). Thus
he solution of the time-dependent equation is

T @t# 5 exp@2v 2t#, [3]

herev is the so-called separation constant (or eigenva
inceP decreases with time,v is specified as being positiv

eal. The general solution of the spatial equation is

Z@ z# 5 A cosF vz

ÎDG 1 B sinF vz

ÎDG . [4]
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The overall solution is the product of Eqs. [3] and [
ummed over a series of values of the separation consta
nalyzing the two-region system shown in Fig. 1B,

FIG. 1. System of periodically arranged parallel planes, with diffus
ithin each region and across the “membranes” (barriers) between them
embranes are separated by the alternating distancesa andb. The possibility
f diffusive exchange between the regions is indicated by the solid do
eaded arrows. The origin of the Cartesian coordinate system is atz 5 0, the

nterface between the central regions lies atz 5 a/ 2, and the midplane o
egion 2 lies atz 5 (a 1 b)/ 2, etc. (A) The shaded regions can be interpr
s being separated by parallel planes perpendicular to the page and, in t
f a suspension of cells (e.g., erythrocytes (6, 12)), these planes correspond

he cell membranes. Regions 2 and 29, etc., correspond to the extracellu
pace in a cell suspension. B is the canonical two-region unit that was u
he boundary value problem discussed in the text. The vertical dotted
enote planes of symmetry in the regions and the solid lines deno
ermeable plane (membrane) between them. The open double-headed

ndicate the free movement of spins across the imaginary planes of sym
n each region (boundary value equations, Eqs. [7a] and [7b]). C i
anonical four-region unit used in the analysis that is described in the t
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260 KUCHEL AND DURRANT
our-region system in Fig. 1C we defineZ3 [ P3 1 Q3,
nd Z4 [ P4 1 Q4 where theP and Q functions are re

erred to assymmetricand antisymmetricseries solutions
his notation is used because when the boundary e

ions (Eqs. [7] and [8] below) are applied to the gen
olution the leading term of one series is simply a co
unction (an even function) and for the other bound
onditions the leading term is a sine function (an
unction). Thus the general solution is given by the sum
he series

Pi@ z# 5 O
n51

` SAi ,ncosF vnz

ÎDi
G 1 Bi ,nsinF vnz

ÎDi
GDexp@2v n

2t#,

i 5 1, 2 or 1, . . . , 4, [5

here the system involves the diffusion coefficients,D i ,
units, m2 s21) such thatD 3 5 D 1 and D 4 5 D 2. The for-
al expression for the antisymmetric solution is

ame as for Eq. [5] but the different boundary value e
ions dictate that the separation constants (z i ; eigen-
alues) are different, as are the coefficients in the se
hus,

Qi@ z# 5 O
n51

` SCi ,ncosF znz

ÎDi
G 1 Di ,nsinF znz

ÎDi
GDexp@2z n

2t#,

i 5 1, 2 or 1, . . . , 4. [6

THEORY: PERIODIC FOUR-REGION SYSTEM

The system of parallel planes depicted in Fig. 1 can
onsidered either as repeating units of two or four regi
ince the two-region system is a subcase of the four-re
ne only the latter is analyzed in detail here. The next

s to derive the boundary condition equations; these
imilar to those used previously (14, 15) but note that thi
arlier work did not consider unevenly spaced planes o

he second reference, permeable planes.

Boundary condition equations.These are

dP1

dz
U

z5l1

5 0, [7a]

dP4

dz
U

z5l7

5 0, [7b]
a-
l
e
y
d
f

-

s.

e
s.
n
p

re

in

Di dz
U

z5l2i

5 Di11 dz
U

z5l2i

, i 5 1, . . . , 3, [7c]

Di

dPi

dzU
z5l2i

5 M~Pi11 2 Pi!U
z5l2i

, i 5 1, . . . , 3, [7d]

here l 1 5 0, l 2 5 a/ 2, l 3 5 (a 1 b)/ 2, l 4 5 a/ 2 1 b,

5 5 a 1 b, l 6 5 3a/ 2 1 b, and l 7 5 3(a 1 b). The first
wo of these equations specify the fact that spins do
ass out of the “outer” regions. Equation [7c] indicates

he fluxes of spins between Regions 1 and 2, Regions 2
, and Regions 3 and 4 are each equal in either d

ion. Equation [7d] specifies the fact that the flux of sp
cross each interface (membrane) is proportional to
ifference betweenP on either side of the membrane; t
roportionality constant is the permeability coefficientM
units, m s21). The mass-transfer (or heat-transfer;23) an-
logue of this situation is readily visualized. There is als
ounterpart to Eq. [7d] forP4, but it is redundant in th
nalysis.
The boundary conditions for the antisymmetric so

ions are different from the first two above (Eqs. [7a]
7b]) but the same as the others (Eqs. [7c] and [7d]). T
hysical interpretations are analogous to the prev
ases:

Q1,4uz5l1,l 7 5 0, [8a]

Di

dQi

dz
U

z5l2i

5 Di11

dQi11

dz
U

z5l2i

, i 5 1, . . . , 3, [8b]

Di

dQi

dz U
z5l2i

5 M~Qi11 2 Qi!U
z5l2i

, i 5 1, . . . , 3. [8c]

The next step is to obtain the two boundary-condi
ranscendental equations that are solved to yield the
eigenvalues),v n and z n, thus satisfying the bounda
quations. These are usually derived by applying the
ess of “Gaussian elimination” to the two sets of homo
eous simultaneous linear algebraic equations in which
variables” are taken to be the coefficientsAi ,m and Bi ,m,
nd Ci ,m and D i ,m, respectively. This involves expressi

n matrix form both sets of eight boundary equations, u
he overall expressions forP (Eq. [7]) and Q (Eq. [8]),
espectively. The derivation of the individual eleme
f the matrices are straightforward but tedious and
etails, if required, can be requested from the correspon
uthor.



3
0 1 0

0 0 0

2ÎD1sinF vna

ÎD12
G 0 ÎD2sinF vna

ÎD22
G

0 0 2ÎD2sinFvn~a/ 2 1 b!

ÎD2
G

0 0 0

S2sinF vna

ÎD12
GvnÎD1 1 M cosF vna

ÎD12
GD 0 2M cosF vna

ÎD22
G

0 0 S2sinFvn~a/ 2 1 b!

ÎD2
GvnÎD2 1 M cosFvn~a/ 2 1 b!

ÎD2
GD

0 0 0

. . .

0 0
0 0

2ÎD2cosF vna

ÎD22
G 0

ÎD2cosFvn~a/ 2 1 b!

ÎD2
G ÎD1sinFvn~a/ 2 1 b!

ÎD1
G

0 2ÎD1sinFvn~3a/ 2 1 b!

ÎD1
G

2M sinF vna

ÎD22
G 0

ScosFvn~a/ 2 1 b!

ÎD2
GvnÎD2 1 M sinFvn~a/ 2 1 b!

ÎD2
GD 2M cosFvn~a/ 2 1 b!

ÎD1
G

0 S2sinFvn~3a/ 2 1 b!

ÎD1
GvnÎD1 1 M cosFvn~3a/ 2 1 b!

ÎD1
GD

. . .

0 0 0

0 2sinFvn3~a 1 b!

ÎD22
G cosFvn3~a 1 b!

ÎD22
G

0 0 0

2ÎD1cosFvn~a/ 2 1 b!

ÎD1
G 0 0

ÎD1cosFvn~3a/ 2 1 b!

ÎD1
G ÎD2sinFvn~3a/ 2 1 b!

ÎD2
G 2ÎD2cosFvn~3a/ 2 1 b!

ÎD2
G

0 0 0

2M sinFvn~a/ 2 1 b!

ÎD1
G 0 0

ScosFvn~3a/ 2 1 b!

ÎD1
GvnÎD1 1 M sinFvn~3a/ 2 1 b!

ÎD1
GD 2M cosFvn~3a/ 2 1 b!

ÎD2
G 2M sinFvn~3a/ 2 1 b!

ÎD2
G
4

3 3
A1,n

B1,n

A2,n

B2,n

A3,n

B3,n

A4,n

B4,n

4 5 3
0
0
0
0
0
0
0
0

4 , [9]
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and

3

1 0 0
0 0 0

0 ÎD1cosF zna

ÎD12
G ÎD2sinF zna

ÎD22
G

0 0 2ÎD2sinF zn~a/ 2 1 b!

ÎD2
G

0 0 0

S2sinF zna

ÎD12
G znÎD1 1 M cosF zna

ÎD12
GD 0 2M cosF zna

ÎD22
G

0 0 S2sinF zn~a/ 2 1 b!

ÎD2
G znÎD2 1 M cosF zn~a/ 2 1 b!

ÎD2
GD

0 0 0

. . .

0 0
0 0

2ÎD2cosF zna

ÎD22
G 0

ÎD2cosF zn~a/ 2 1 b!

ÎD2
G ÎD1sinF zn~a/ 2 1 b!

ÎD1
G

0 2ÎD1sinF zn~3a/ 2 1 b!

ÎD1
G

2M sinF zna

ÎD22
G 0

ScosF zn~a/ 2 1 b!

ÎD2
G znÎD2 1 M sinF zn~a/ 2 1 b!

ÎD2
GD 2M cosF zn~a/ 2 1 b!

ÎD1
G

0 S2sinF zn~3a/ 2 1 b!

ÎD1
G znÎD1 1 M cosF zn~3a/ 2 1 b!

ÎD1
GD

. . .

0 0 0

0 cosF zn3~a 1 b!

ÎD22
G sinF zn3~a 1 b!

ÎD22
G

0 0 0

2ÎD1cosF zn~a/ 2 1 b!

ÎD1
G 0 0

ÎD1cosF zn~3a/ 2 1 b!

ÎD1
G ÎD2sinF zn~3a/ 2 1 b!

ÎD2
G 2ÎD2cosF zn~3a/ 2 1 b!

ÎD2
G

0 0 0

2M sinF zn~a/ 2 1 b!

ÎD1
G 0 0

ScosF zn~3a/ 2 1 b!

ÎD1
G znÎD1 1 M sinF zn~3a/ 2 1 b!

ÎD1
GD 2M cosF zn~3a/ 2 1 b!

ÎD2
G 2M sinF zn~3a/ 2 1 b!

ÎD2
G
4

3 3
C1,n

D1,n

C2,n

D2,n

C3,n

D3,n

C4,n

D4,n

4 5 3
0
0
0
0
0
0
0
0

4 . [10]
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or Eqs. [9] and [10] to have nontrivial solutions the determi
f their respective matrices must be zero. The expression

hese determinants cannot be easily derived “by hand” but
re readily (and rapidly) derived by symbolic computation
athematica(24), the Det function generates the analytical
ressions. In practice the determinants were left unexpresse
ere evaluated numerically for specified values of,a, b, D1, D2,
ndM. The determination of the roots was readily achieved
sing the FindRoot function operating on each determinant

0

t
for
ey

-
and

y

ial equations. A reduced form of Eq. [9] was used to obta
he expressions forAi ,n and Bi ,n in terms ofA1,n, and simil-
rly for Ci ,n and Di ,n in terms of D 1,n from Eq. [10]. The
umerical values of these coefficients were obtained by
tituting the relevant values ofv n or z n into the expression
nd using Cramer’s rule on the determinant of the matr
ield the values ofAi ,n andBi ,n, i 5 2, . . . , 4, and ofCi ,n and

i ,n, i 5 2, . . . , 4, respectively. The matrix forms of t
quations are

0

ÎD2sinF vna

ÎD22
G 2ÎD2cosF vna

ÎD22
G

2ÎD2sinFvn~a/ 2 1 b!

ÎD2
G ÎD2cosFvn~a/ 2 1 b!

ÎD2
G

0 0

S2sinFvn~a/ 2 1 b!

ÎD22
GvnÎD2 1 M cosFvn~a/ 2 1 b!

ÎD22
GD ScosFvn~a/ 2 1 b!

ÎD22
GvnÎD2 1 M sinFvn~a/ 2 1 b!

ÎD22
GD

0 0

. . .

0 0

0 0

ÎD1sinFvn~a/ 2 1 b!

ÎD1
G 2ÎD1cosFvn~a/ 2 1 b!

ÎD1
G

2ÎD1sinFvn~3a/ 2 1 b!

ÎD1
G ÎD1cosFvn~3a/ 2 1 b!

ÎD1
G

2M cosFvn~a/ 2 1 b!

ÎD12
G 2M sinFvn~a/ 2 1 b!

ÎD12
G

S2sinFvn~3a/ 2 1 b!

ÎD1
GvnÎD1 1 M cosFvn~3a/ 2 1 b!

ÎD1
GD ScosFvn~3a/ 2 1 b!

ÎD1
GvnÎD1 1 M sinFvn~3a/ 2 1 b!

ÎD1
GD

. . .

2sinFvn3~a 1 b!

ÎD22
G cosFvn3~a 1 b!

ÎD22
G

0 0

0 0

ÎD2sinFvn~3a/ 2 1 b!

ÎD2
G 2ÎD2cosFvn~3a/ 2 1 b!

ÎD2
G

0 0

2M cosFvn~3a/ 2 1 b!

ÎD2
G 2M sinFvn~3a/ 2 1 b!

ÎD2
G
4 3

A2,n

B2,n

A3,n

B3,n

A4,n

B4,n

4 5 A1,n3
0

ÎD1sinF vna

ÎD12
G

0

0

0

0

4 , [11a]



and

3

a

w

erms

264 KUCHEL AND DURRANT
0 0

ÎD2sinF zna

ÎD22
G 2ÎD2cosF zna

ÎD22
G

2ÎD2sinF zn~a/ 2 1 b!

ÎD2
G ÎD2cosF zn~a/ 2 1 b!

ÎD2
G

0 0

S2sinF zn~a/ 2 1 b!

ÎD22
G znÎD2 1 M cosF zn~a/ 2 1 b!

ÎD2
GD ScosF zn~a/ 2 1 b!

ÎD2
G znÎD2 1 M sinF zn~a/ 2 1 b!

ÎD2
GD

0 0

. . .

0 0

0 0

ÎD1sinF zn~a/ 2 1 b!

ÎD1
G 2ÎD1cosF zn~a/ 2 1 b!

ÎD1
G

2ÎD1sinF zn~3a/ 2 1 b!

ÎD1
G ÎD1cosF zn~3a/ 2 1 b!

ÎD1
G

2M cosFvzn~a/ 2 1 b!

ÎD1
G 2M sinF zn~a/ 2 1 b!

ÎD1
G

S2sinF zn~3a/ 2 1 b!

ÎD1
G znÎD1 1 M cosF zn~3a/ 2 1 b!

ÎD1
GD ScosF zn~3a/ 2 1 b!

ÎD1
G znÎD1 1 M sinF zn~3a/ 2 1 b!

ÎD1
GD

. . .

cosF zn3~a 1 b!

ÎD22
G sinF zn3~a 1 b!

ÎD22
G

0 0

0 0

ÎD2sinF zn~3a/ 2 1 b!

ÎD2
G 2ÎD2cosF zn~3a/ 2 1 b!

ÎD2
G

0 0

2M cosF zn~3a/ 2 1 b!

ÎD2
G 2M sinF zn~3a/ 2 1 b!

ÎD2
G
4 3

C2,n

D2,n

C3,n

D3,n

C4,n

D4,n

4 5 D1,n3
0

2ÎD1cosF zna

ÎD12
G

0

0

0

0

4 . [11b]

Thus, from Eq. [11a] Similarly, the antisymmetric series solution, expressed in t
]

]

o le.

ua-
t
D d to
g

w

P1 5 O
n51

`

A1,ncosF vnz

ÎD1
Gexp@2v n

2t#, [12a]

nd

Pi 5 O
n51

`

Ai ,nFiexp@2v n
2t#, i 5 2, . . . , 4, [12b

here

Fi ; FiFcosF vnz

ÎDi
G , sinF vnz

ÎDi
GG , i 5 2, . . . , 4. [12c
f D 1,n, was obtained from Eq. [11b] by using Cramer’s ru

The initial condition and the coefficients of the spatial eq
ions. The next task is to obtain the expressions forA1,n and

1,n. First, the propagators for the four regions are adde
ive the overall propagator

P 5 G1~P1 1 Q1! 1 G2~P2 1 Q2!

1 G3~P3 1 Q3! 1 G4~P4 1 Q4!, [13a]

here

Gi ; Gi@ z; l i, l i1k# 5 H@ z 2 l i#H@l i1k 2 z# [13b]
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H
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H@ z 2 l i# 5 U 0, z , l i

1, z . l i
[13c]

nd

H@l i1k 2 z# 5 U 1, z , l i1k

0, z . l i1k
, [13d]

nd wherei andk are dummy indices, andk . i .
In words, the unit step function has the value 1 when

rgument is positive, and zero when it is negative. The
feature” resides where the argument is zero.

Because the system of equations is a Sturm–Liouville one
6, 27), the above cosine and sine functions are orthogonal o

ntegration interval. Hence, the overall expression forP is

P 5 O
n51

`

$A1,nP
~n!@ z#exp@2v n

2t# 1 D1,nQ
~n!@ z#exp@2z n

2t#%,

[14a]

here we define the orthogonal functions as

P ~n! 5 P1G1@ z; l 1, l 2# 1 P2G2@ z; l 2, l 4#

1 P3G3@ z; l 4, l 6# 1 P4G4@ z; l 6, l 7# [14b]

nd

Q ~n! 5 Q1G1@ z; l 1, l 2# 1 Q2G2@ z; l 2, l 4#

1 Q3G3@ z; l 4, l 6# 1 Q4G4@ z; l 6, l 7#. [14c]

econd, the initial condition is that of the planar delta-func
ource (19, 28, 29), thus,

d@ z 2 z0# 5 O
n51

`

$A1,nP
~n!@ z# 1 D1,nQ

~n!@ z#%. [15]

vnz0 J1 vnz0 J2
s
p

g.,
he

n

(n)[ z] 1 Q(n)[ z] and then integrated over the whole inter
0, 3(a 1 b)/ 2]. This yields expressions forA1,n and D 1,n

ecause the integral on the right is nonzero only whenm 5 n,
nd from the “sampling” property of the delta function (25), we
btain

E
0

3~a1b!/ 2

d@ z2 z0#P
~m!@ z#dz5 A1,n E

0

3~a1b!/ 2

~P ~m!@ z#! 2dz,

[16a]

nd

E
0

3~a1b!/ 2

d@ z2 z0#Q
~m!@ z#dz5 D1,n E

0

3~a1b!/ 2

~Q ~m!@ z#! 2dz.

[16b]

ence,

P ~m!@ z0# 5 A1,n E
0

3~a1b!/ 2

~P ~m!@ z#! 2dz, [16c]

nd

Q ~m!@ z0# 5 D1,n E
0

3~a1b!/ 2

~Q ~m!@ z#! 2dz. [16d]

hus, in expanded form, the expression forA1,n is

0

A1,n 5

1G1cosF ÎD1
G 1 G2HS J DcosF ÎD2

G 1 S J DsinF ÎD2
GJ

1 G3HSJ3

J DcosFvnz0

ÎD1
G 1 SJ4

J DsinFvnz0

ÎD1
GJ 1 G4HSJ5

J DcosFvnz0

ÎD2
G 1 SJ6

J DsinFvnz0

ÎD2
GJ2

1E0

a/ 2ScosF vnz

ÎD1
GD 2

dz1 E
a/ 2

a/ 21bSSJ1

J DcosF vnz

ÎD2
G 1 SJ2

J DsinF vnz

ÎD2
GD 2

dz

1 E
a/ 21b

3a/ 21bSSJ3

J DcosF vnz

ÎD1
G 1 SJ4

J DsinF vnz

ÎD1
GD 2

dz1 E
3a/ 21b

3~a1b!/ 2SSJ5

J DcosF vnz

ÎD2
G 1 SJ6

J DsinF vnz

ÎD2
GD 2

dz2
,

[16e]



whereJ is the determinant of the matrix in Eq. [11a], and
J e

column of constants on the right-hand side of Eq. [11a].
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i is this determinant with thei th column replaced by th

0 0
pecifically,
3ÎD1cosF vna

ÎD22
G 2ÎD2cosF vna

ÎD22
G

0 ÎD2cosFvn~a/ 2 1 b!

ÎD2
G

0

0 ScosFvn~a/ 2 1 b!

ÎD22
GvnÎD2 1 M sinFvn~a/ 2 1 b!

ÎD22
GD

0 0

. . .

0 0

0 0

ÎD1sinFvn~a/ 2 1 b!

ÎD1
G 2ÎD1cosFvn~a/ 2 1 b!

ÎD1
G

2ÎD1sinFvn~3a/ 2 1 b!

ÎD1
G ÎD1cosFvn~3a/ 2 1 b!

ÎD1
G

2M cosFvn~a/ 2 1 b!

ÎD12
G 2M sinFvn~a/ 2 1 b!

ÎD12
G

S2sinFvn~3a/ 2 1 b!

ÎD1
GvnÎD1 1 M cosFvn~3a/ 2 1 b!

ÎD1
GD ScosFvn~3a/ 2 1 b!

ÎD1
GvnÎD1 1 M sinFvn~3a/ 2 1 b!

ÎD1
GD

. . .

J1

J
5

2sinFvn3~a 1 b!

ÎD22
G cosFvn3~a 1 b!

ÎD22
G

0 0

0 0

ÎD2sinFvn~3a/ 2 1 b!

ÎD2
G 2ÎD2cosFvn~3a/ 2 1 b!

ÎD2
G

0 0

2M cosFvn~3a/ 2 1 b!

ÎD2
G 2M sinFvn~3a/ 2 1 b!

ÎD2
G
4

J

[16f]



and

D

w
i
o

n
s

E

oci-
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1,n

5

1G1sinF znz0

ÎD1
G 1 G2HSC1

C DcosF znz0

ÎD2
G 1 SC2

C DsinF znz0

ÎD2
GJ

1 G3HSC3

C DcosF znz0

ÎD1
G 1 SC4

C DsinF znz0

ÎD1
GJ 1 G4HSC5

C DcosF znz0

ÎD2
G 1 SC6

C DsinF znz0

ÎD2
GJ2

1E0

a/ 2 SsinF znz

ÎD1
GD 2

dz1 E
a/ 2

a/ 21b SSC1

C DcosF znz

ÎD2
G 1 SC2

C DsinF znz

ÎD2
GD 2

dz

1 E
a/ 21b

3a/ 21b SSC3

C DcosF znz

ÎD1
G 1 SC4

C DsinF znz

ÎD1
GD 2

dz1 E
3a/ 21b

a/3~a1b!/ 2 SSC5

C DcosF znz

ÎD2
G 1 SC6

C DsinF znz

ÎD2
GD 2

dz2
,

[16g]

hereC is the determinant of the matrix in Eq. [11b] andC i The Heaviside step-functions (Eqs. [13b] and [13c]) ass

n

ig-
s-

a 0,
a
Q the
r the
e

a

s the determinant with thei th column replaced by the colum
f constants, as in Eq. [16f] above.

The Spin-echo signal.The expression for the PFGSE s
al intensity,E[q, D], is obtained by substituting the expre
ions forP andQ into Eq. [1]. Thus,

@q, D# 5
2

3~a 1 b! E
0

3~a1b!/ 2 E
0

3~a1b!/ 2

~O
j51

4

Gj~Pj

1 Qj!!exp@i2pq~ z 2 z0!#dzdz0. [17a]

a/ 2 a/ 2
ted withP1 andQ1 restrict the domain of integration to [
/ 2], and forP2 andQ2 to [a/ 2, (a 1 b)/ 2], etc., forP3 and

3, andP4 andQ4. Then Eq. [17a] is evaluated by using
eal part of the Euler identity for the exponential part of
xpression, i.e., cos[2pq( z 2 z0)]. Thus, we define

E@q, D# 5 E1@q, D# 1 E2@q, D# 1 E3@q, D# [17b]

nd
E1@q, D# 5
2

3~a 1 b!

1

F HE
0

cosFvnz0

ÎD1
G E

0

cosF vnz

ÎD1
Gexp@2v n

2D#cos@2pq~ z 2 z0!#dzdz0

1 E
0

a/ 2

cosFvnz0

ÎD1
G E

a/ 2

a/ 21b SJ1

J
cosF vnz

ÎD1
G 1

J2

J
sinF vnz

ÎD1
GDexp@2v n

2D#cos@2pq~ z 2 z0!#dzdz0

1 E
0

a/ 2

cosFvnz0

ÎD1
G E

a/ 21b

3a/ 21b SJ3

J
cosF vnz

ÎD1
G 1

J4

J
sinF vnz

ÎD1
GDexp@2v n

2D#cos@2pq~ z 2 z0!#dzdz0

1 E
0

a/ 2

cosFvnz0

ÎD1
G E

3a/ 21b

3~a1b!/ 2 SJ5

J
cosF vnz

ÎD1
G 1

J6

J
sinF vnz

ÎD1
GDexp@2v n

2D#cos@2pq~ z 2 z0!#dzdz0

1 E
a/ 2

a/ 21b SJ1

J
cosFvnz0

ÎD1
G 1

J2

J
sinFvnz0

ÎD1
GD E

0

a/ 2

cosF vnz

ÎD1
Gexp@2v n

2D#cos@2pq~ z 2 z0!#dzdz0

1 E
a/ 2

a/ 21b SJ1

J
cosFvnz0

ÎD1
G 1

J2

J
sinFvnz0

ÎD1
GD E

a/ 2

a/ 21b SJ1

J
cosF vnz

ÎD1
G 1

J2

J
sinF vnz

ÎD1
GD

3 exp@2v n
2D#cos@2pq~ z 2 z0!#dzdz0

1 · · ·10 more terms consisting of combinations of integrals over the four domains ofz used previously% ,

[17c]



whereF is the denominator of Eq. [16e]. A similar expression
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xists forE2[q, D] based onQ.
The final subexpression,E3[q, D], which is readily ob

ained, arises because the rootv n 5 0 is “allowed.” Thus the
dditional term is

E3@q, D#

5
2

3~a 1 b! E
0

3~a1b!/ 2 E
0

3~a1b!/ 2

cos@2pq~ z2 z0!#dzdz0

5 1sinFpq
3~a 1 b!

2 G
pq

3~a 1 b!

2
2

2

. [17d]

The final, overall expression,E1[q, D] 1 E2[q, D] 1 E3[q,
], derived from Eqs. [17a]–[17d], was obtained by us
athematica(23). Because of its complicated nature it is

eproduced here; however, it was evaluated in a prog
ritten in Mathematicato yield simulations of experiment
ystems with various values ofa, b, D 1, D 2, and M (see
esults and Discussion).

METHODS

Computational methods.The derivationsof many of the
ormulae used in the analysis, and the final program use
valuate the expression forE[q, D] (Eq. [17]), were written in
athematica(24).
The random walksimulations employed the basic pro

ures that have been described previously (16). However, the
rogram was rewritten in Matlab (30) and the random-numb
enerator was that provided by the “rand” function.
The neural networkwas selected from one in the “Neu
etwork Toolbox” (30) in Matlab (31); it was a back-propa
ation algorithm using the Levenberg–Marquardt minim

ion procedure. The neural network entailed 50 input elem
nd was trained with a set of 10 input vectors that w
btained from theMathematicasimulations, using 50 differe
-values, selected values ofa, b, D 1, andD 2, and 10 differen
alues ofM. Thus by a process of trial and error, guided b
ompromise between the rate of convergence of the “train
rocess and the quality of the “fit” to “test” input data,
umber of hidden neurodes was set to 6. The maximum
er of “epochs” used for training was 300, and the “targ

olerance was set to 1.03 1029.

RESULTS

Evaluation of Eq. [17]. The solution of the problem e
ressed by Eq. [17] was programmed inMathematica(24). The
lowest part of the evaluation was the systematic finding o
oots of the transcendental equations (i.e., evaluating th
t
m

to

-
ts
e

”

-
”

e
e-

erminants in Eqs. [9] and [10]). The infinite-polynomial se
onverged rapidly with the “physically realistic” paramet
sed for the various figures shown herein; routinely only
r six terms (n 5 4 or 6 in Eq. [17]) were used to obtain t
olutions. The relative contributions of theP andQ solutions
o the overall result were also of interest; in general the
olution was dominated by that ofP.

Dependence of the form of q-space plots on memb
ermeability, M; a/b ratio a small integer.Figure 2A show
series ofq-space plots, graphed as a 3-dimensional sur

or spins diffusing in a system of parallel planes with sep
ions that alternated between 5.0 and 2.5mm. The permeabilit
alues used to generate the figures encompassed tho
erved experimentally for water (;1024 m s21; 32), monova-
ent anions such as chloride, bicarbonate, and fluoride (;2 3
027 m s21; 33), glucose (;4 3 1027 m s21; 34), and ammoni
;2 3 1023 m s21; 35). The diffusion coefficients were a
igned a value similar to that of water, and low-molecu

FIG. 2. Family ofq-space plots, generated using the analytical theory
17]), showing the dependence of their form on variations of the memb
ermeability,M. The separation between the membranes in Region(s) 1
et toa 5 5 mm and that for Region(s) 2 wasb 5 2.5 mm; the values of th
iffusion coefficients wereD 1 5 D 2 5 1.0 3 1029 m2 s21; andD 5 10 ms.
A) Solutions for the periodic two-region system as depicted in Fig. 1B
olutions for the four-region periodic system as depicted in Fig. 1C.
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029 m2 s21.
Figure 2B showsq-space plots for the same scheme

arallel planes as above (Fig. 2A) but with the analysis ca
ut for a system with a periodicity of four regions. When
ermeability is very large the membranes are effecti
transparent” to the diffusing spins, so it was not surpris
hat the coherence-pattern conformed to that expected
eriodicity (relative location of the minima in the plots) t
as consistent with 2/(a 1 b) 5 2/(7.5 mm) 5 266,000 m21

for Fig. 2A) and3/[2(a 1 b)] 5 3/(2 3 7.5 mm) 5 88,000
21 (for Fig. 2B); the latter appear as small “ripples” on
lot. On the other hand, when the membrane permeability
ery low, the coherence pattern corresponded to that
ystem with an effective half-separation of the membrane
/ 2 and b/ 2. The latter two distances for Figs. 2A and
iffered by a factor of 2 so a very regular overall cohere
attern was apparent when there was superposition o
iffraction patterns for 1.25 and 2.5mm. Hence the minim

rom bothcompartments would be expected to coincide atq 5
/(1.25mm) 5 800,000 m21, and this is evident in both Fig
A and 2B.

Dependence of the forms of q-space plots on permea
; ratio a/b a noninteger. For Figs. 3A and 3B, the sepa

ion between the parallel membranes was set toa 5 5 mm and
5 4.8 mm. The coherence pattern for the situation in wh

here was a very high permeability gave a pattern that c
ponded to (a 1 b)/ 2 5 4.9 mm and 3(a 1 b)/ 2 5 9.8 mm
or the two figures, respectively. On the other hand, when
ermeability was low the superimposition of the two cohere
atterns led to a much more complex pattern than for
ounterparts in Fig. 2. This is because of the lack of a s
nteger relationship between the two spacings, namely 2
nstead of 2:1 for Figs. 2 and 3, respectively.

Figure 4 was generated to provide a further impression o
ependence of the shape of theq-space plots on variations

he relative values of the diffusion coefficients in the comp
ents on either side of the membrane. The basic models

hose used for Fig. 3 but withM fixed at 1.03 1026 m s21. It
as apparent that only when the value of the diffusion co
ient was such that it was not much greater thanb2/ 2D 2 did the
attern show any significant dependence on the value oD 2.
oth the two- and the four-region solutions clearly showe

major” minimum atq 5 800,000 m21.

Effect ofD on the form of q-space plots.Figure 5 show
hat changingD to a larger value, relative to that used for F
, smooths theq-space plots; it also changes theM-position a
hich the corrie (start of the ‘glacial’ valley) appears in
-dimensional plot. Thus the range ofM values for which th
xperiment is sensitive is shifted to a lower mean.

Analysis of simulated data.The model used to genera
ig. 2A was used to provide data to train an artificial ne
etwork (ANN; see Methods). Because it was clear tha

orm of theq-space plots in Fig. 2A were largely independ
f
d

y
g

a

as
a

of

e
he

ty,

e-

e
e
e
ll

25

e

t-
re

-

a

l
e
t

f the value ofM for the larger values used to generate
ew set of data was generated for whichM lay in the domain
.0 3 1024 to 2.0 3 1023 m s21. The simulated data ha
0 different q-values, hence the ANN had 50 input n
odes, and it had a hidden layer of 6 fully interconne
eurodes that had sigmoidal transfer functions; and the s
utput neurode had a linear transfer function. The input-ve

or the ANN were the natural logarithms of the relative PFG
MR signal intensities versusq, and the ANN was trained
ield the value of the permeability that had been use
enerate each original data vector. The ability of the tra
NN to yield correct estimates of the permeability coeffic

or each simulated experiment was tested by applying to

FIG. 3. Family of q-space plots for a range of membrane permeabi
ut with membrane separations that were different from those used in F
ll parameters used in the simulation were the same as for Fig. 2 excepb 5
.8 mm, and the graphical-output “viewpoints” were changed to give a cl

mpression of the plots with lowM values. (A) Two-region system. (B
our-region system.
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ermeability coefficient lay close to but was not one of th
alues (it, of course, lay within the overall range of those u
or generating Figs. 2A and 2B). An example of one train
run” which took ;5 min to complete shows the actual va
f M (104 3 m s21) used to generate the original train
ectors (data set) and the value returned by the trained
hen it was “fed” the original data, respectively: 2.0, 2.0; 2
.95; 3.89, 3.89; 4.84, 4.8036; 5.79, 6.1855; 6.75, 6.6116;
.428; 8.63, 8.6885; 9.58, 9.2393; 14.32, 13.681. In add

or example, when data from a simulation for which the va
f M lay between those of the last two above (viz., 10.53
024 m s21) the “returned” value was 9.71343 1024 m s21.

Monte Carlo simulations of diffusion between perme
arallel planes. Matlab was used to program the rando
alk simulation of a system involving molecular diffusion i

egion enclosed by a pair of parallel planes. It was assu
hat the diffusion trajectory began in the region between
lanes but that it could proceed beyond them by permeatin

FIG. 4. Evaluations of the analytical solution for the periodic two-reg
ystem showing the dependence of the form of the plots on the value
iffusion coefficient,D 2, of the spins in the second region. The value ofM was
.0 3 1026 m s21, and the other parameters were as for Fig. 2A.
wo-region periodicity and (B) four-region periodicity.
e
d

N
,
8,
n,
e

e
-

ed
e
he

embranes according to a previously specified transition p
bility. Alternatively, the system could be treated as a pu

wo-region one with no exchange across the “outer” w
igure 6 (dots) shows theq-space plots predicted for the lat
ystem consisting of 13 106 different trajectories. Whe
eriodic boundary conditions were applied the result, for
articular set of (biochemically realistic) values used, sho
ery little difference (data not shown). In other words,
wo-region approximation is a “good” one for systems sim
o water and low-molecular-weight solutes diffusing in
round cells in tissues or erythrocytes in a suspension.
Figure 6 also contains data that served to validate the

ytical solution shown by the solid line (Eq. [17]). There wa
lose similarity for solutions obtained by both methods, bu
valuation of the analytical solution was achieved;100 times

aster.

he

FIG. 5. The effect of increasingD from 10 ms (in Fig. 3) to 100 ms on th
-space plots. All other parameters used in the evaluations were the sam
he respective panels in Fig. 3. (A) Two-region periodicity and (B) four-re
eriodicity. Note that different “viewpoints” were used for each panel.
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DISCUSSION

Dependence of the forms of q-space plots on memb
ermeability; ratio a/b a small integer.The first minima
vident in the coherence patterns of Fig. 2, when the diffu
pins were confined to move only between, and not thro
he membranes, were at 2/a and 2/b. This outcome is consi
ent with the simulated results presented by Callaghan9),
aking special note of the way the boundary conditions wer
p here. For the simulations in which the membranes
pecified as being very permeable the effective spacing
ween the barriers became (a 1 b)/ 2 for the simulated two
egion system and 3(a 1 b)/ 2 for the four-region system. Th
s the result anticipated from the earlier work (9) and it em-
hasizes the analogy between the present coherence ph
na and that of single-slit diffraction in physical optics (36).

Dependence of the forms of q-space plots on permeab
/b ratio a noninteger. It is evident that for a real system
hich there is not a simple integer relationship between
pacings of the parallel membranes that the periodic stru
f the q-space plot can be quite complicated. Variations ia,
, and M, therefore, can generateq-space plots whose for
ay, possibly, not be able to be analyzed to yield un
stimates of the three parameters because of this la
graphical features.”

ANN analysis. An ANN was able to be rapidly trained wi
ynthetic data obtained by evaluating the analytical expre
n Eq. [17], and the ANN was then used to analyze data
sed in the training set. In principle real experimental
ould be analyzed this way provided the model was a rea
epresentation of the experimental system. Also, the estim
f errors from such a fitting exercise would require repe

raining of the ANN and appropriate statistical analysis of
utputs (e.g., Ref.37).

FIG. 6. Comparison of the analytical solution (Eq. [17]; solid line) fo
wo-region periodicity (data from Fig 2A) and a random-walk simula
dots) for two compartments with a separating membrane. For this part
air of evaluations/simulations the permeability of the membranes was
igh (M 5 0.1 m s21 for the analytical solution, and a transition probabi
f 0.9999 was used for the Monte Carlo simulation).
ne

g
h,

et
re
e-

om-

y;

e
re

e
of

on
ot
a
ic
tes
d
e

fitting) that uses an ANN was applied to estimate only
arameter. The much more difficult task of fitting two or m
arameters is potentially complicated by nonuniqueness o
ts and only weak dependence of the various features o
-space plots on particular parameter values. This are
nalysis of “real/experimental”q-space plots requires furth
evelopment.

Monte Carlo simulations of diffusion between permea
arallel planes. The time taken to generate theq-space
lots using a random-walk simulation of diffusion was s
ificantly greater than for evaluations of the analytical

utions; the time difference was;100-fold (depending o
he number of trajectories used in the random-walk an
is). This outcome implies that although the analytical
ution (Eq. [17]) is very complicated, the time taken for
valuation is substantially less than that required to per
Monte Carlo random-walk simulation of the correspo

ng system. Hence, to provide data for the purpose
raining an ANN, the analytical solution is superior. Ho
ver, if the real system is not well described by the ana

cal system then it will be necessary to resort to the Mo
arlo procedure (37, 38).

Conclusions. The analytical solutions that have been p
ented here enable the simulation ofq-space plots for system
hat are “realistic” but admittedly only relatively loose mod
f a suspension of cells or a tissue. Nevertheless, evaluat

he solutions provides insights into the effects of change
embrane spatial arrangement and permeability on the fo

-space plots, in a manner that appears not to have
resented before.
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